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ABSTRACT: The conversion of 1-deoxy-D-xylulose 5-
phosphate (DXP) to 2-C-methyl-D-erythritol 4-phosphate
(MEP) catalyzed by DXP reductoisomerase (DXR) is the
committing step in the biosynthesis of terpenoids. This MEP
pathway is essential for most pathogenic bacteria but absent in
human, and thus, it is an attractive target for the development
of novel antibiotics. To this end, it is critical to elucidate the
conversion mechanism and identify the transition state, as
many drugs are transition-state analogues. Here we performed
extensive combined quantum mechanical (density functional
theory B3LYP/6-31G*) and molecular mechanical molecular
dynamics simulations to elucidate the catalytic mechanism.
Computations confirmed the transient existence of two
metastable fragments of DXP by the heterolytic C3−C4 bond cleavage, namely, 1-propene-1,2-diol and glycoaldehyde
phosphate, in accord with the most recent kinetic isotope effect (KIE) experiments. Significantly, the heterolytic C3−C4 bond
cleavage and C2−C4 bond formation are accompanied by proton shuttles, which significantly lower their reaction barriers to only
8.2−6.0 kcal/mol, compared with the normal single carbon−carbon bond energy 83 kcal/mol. This mechanism thus opens a
novel way for the design of catalysts in the cleavage or formation of aliphatic carbon−carbon bonds.

KEYWORDS: carbon−carbon bond cleavage, proton shuttle, 1-deoxy-D-xylulose 5-phosphate, reductoisomerase,
combined QM(DFT)/MM

■ INTRODUCTION

Infectious diseases are the leading cause of death. Due to the
widespread use of antibiotics, however, pathogenic bacteria
gradually acquire and spread persistent antibiotic resistance,
which has become a worldwide public health-care crisis, and
new targets for the development of antimicrobial agents against
multidrug resistant Gram-negative bacteria such as Pseudomonas
aeruginosa are thus urgently needed for combating the
antibiotic resistance crisis. Recently, a significant target for
the development of novel antibiotics has been identified in the
biosynthesis of terpenoids, which are essential for all living
organisms and play important roles in membrane structure,
redox reactions, light harvesting, and regulation of growth and
development. The significance lies in that there are two
pathways for the biosynthesis of the two common five-carbon
building blocks, isopentenyl diphosphate (IPP) and its isomer
dimethylallyl diphosphate (DMAPP), for terpenoids, and
bacteria adopt a pathway different from animals and humans.1

The first one, or the mevalonate pathway discovered in 1950s,

produces IPP from acetyl-CoA, which is converted to DMAPP
by enzymatic isomerization. It is a pathway of great medical
significance and is the target pathway for the class of drugs for
lowering serum cholesterol. The second one, called the MEP
pathway or nonmevalonate pathway or DXP pathway, was
discovered and confirmed in the 1990s.2−4 In this pathway, 1-
deoxy-D-xylulose 5-phosphate (DXP) reductoisomerase
(DXR) catalyzes the biosynthesis of 2-C-methyl-D-erythritol
4-phosphate (MEP), the namesake and committing step of the
MEP pathway responsible for the biosynthesis of the building
blocks for terpenoids in most microorganisms.5−8 Biochemical
studies have shown that the enzymatic reaction from DXP to
MEP proceeds in two steps (Figure 1).9,10 Because the MEP
pathway is essential for many pathogenic microorganisms but
absent in human, DXR has become an attractive target for the
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development of novel antibiotics, antimalarial drugs, and
herbicides.
The major accomplishment so far in the studies of MEP

pathway enzymes has been the structural determination, which
gives a glimpse of possible reaction mechanisms and offers an
opportunity for structure-based drug design.11 With respect to
DXR, atomic structures have been reported for E. coli,
Zymomonas mobiliz, and Mycobacterium tuberculosis enzymes,
abbreviated as EcDXR, ZmDXR, and MtDXR, respectively, in
several liganded and apo states, highlighting the central
importance of DXR as well as the friendliness of DXR to X-
ray crystallographic analysis.9,12−20 Although rich structural
information on DXRs has been accumulated and available,
unfortunately, the chemical mechanism of the DXR-catalyzed
reaction remains unresolved and of particular the transition
state of the reaction is unknown. Transition state stabilization is
the hallmark of enzymatic catalysis, but the experimental
determination of the transition state is challenging due to its
fleeting lifetime (∼10−13 s).21 For the two steps in the DXR-
catalyzed reaction (Figure 1), the first step is biologically more
important and the focus of mechanistic studies, as the DXP
binding site is where the antibiotics fosmidomycin binds and is
considered as an attractive target for the development of new
antimicrobial agents.22 Currently, there are two possible
mechanisms for the isomerization step, including the α-ketol
(A) and retro-aldol/aldol (B) mechanisms, as depicted in
Figure 2.23−27

The main difference between them is the timing of the
breaking and making of bonds. The α-ketol mechanism is a
concerted one with bond breaking (C3−C4) and making (C2−
C4) occurring simultaneously, after the deprotonation of the
C3 hydroxyl group. On the other hand, the retro-aldol/aldol
mechanism is a stepwise one with the C3−C4 bond breaking
followed by the C2−C4 bond making, in other words, there is
an intermediate state with two fragments, the enolate of
hydroxyacetone and the glycoaldehyde phosphate. Significant
efforts have been made to identify the exact reaction
mechanism via determining the kinetic isotope effects (KIEs)
using 2H-, 13C- or 18O-labeled DXP as substrates, and
accumulating experimental data tend to favor the retro-aldol/
aldol mechanism (B) in which the recombination reaction,

namely, the second step, is the rate-limiting step.28−31 Still,
uncertainties linger as exogenous intermediates, the enolate of
hydroxyacetone and the glycoaldehyde phosphate, were not
recognized and converted to MEP by DXR.24,32,33 Even more,
we note that there is no report of the direct determination of
the transition state of DXP isomerization so far. Site-directed
mutagenesis studies have been reported for some active site
residues of EcDXR34 and Synechocystis sp. PCC6803 DXR,35,36

but how DXR stabilizes the transition state is largely unknown.
Complementarily, computational studies have the potential

and flexibility to correlate the structures, dynamics and
functions of enzymes, as molecular dynamics simulations of
enzymes at the atomic level can reveal the dynamic behavior of
enzymes in catalytic processes and provide insights into the
reaction mechanisms and the physical principles underlying
these processes. As the catalytic power and specificity of
enzymes largely come from the overall enzyme and solvation
environment, it is critical to consider the whole enzyme system
in calculations to probe the catalytic mechanism.37−41

Molecular dynamics simulations with the combined QM/MM
methods can provide the details related to the catalytic activities
and reaction mechanisms.42 For instance, although site-directed
mutagenesis and KIE experiments afford important information
on the reaction mechanism and the role of residues in the active
site, interpretation of these experimental data requires
theoretical studies to elucidate the energetics of enzyme
catalysis. We note that a similar enzyme, acetohydroxy acid
isomeroreductase, which catalyzes the transformation of 2-
aceto-lactate or 2-aceto-2-hydroxybutyrate into 2,3-dihydroxy-
3-isovalerate or 2,3-dihydroxy-3-methylvalerate, has been
computationally studied by Martin et al. using combined
QM(AM1)/MM molecular dynamics simulations.43 Here we
performed extensive Born−Oppenheimer DFT combined
quantum mechanical and molecular mechanical (in short
QM(B3LYP/6-31G*)/MM) molecular dynamics simulations
of the DXP isomerization in an attempt to determine the
chemical mechanism of the EcDXR-catalyzed reaction and its
transition state as well as to investigate the roles of active site
residues in catalysis.

1. METHODOLOGY

1.1. Initial Construction of the Simulated System.
Because the primary goal of our QM/MM study is to
determine the transition state of the DXP isomerization,
computations will begin with the Michaelis complex of the
enzymatic reaction. In general, the structure of a Michaelis
complex is not experimentally available, as the Michaelis
complex is not stable enough for structural determination.

Figure 1. Chemical conversion from DXP to MEP catalyzed by DXR.

Figure 2. Proposed the α-ketol (A) and the retro-aldol/aldol (B) mechanisms for the isomerization of DXP to the intermediate 2-C-methylerythrose
4-phosphate.
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Consequently, a model for the Michaelis complex has to be
constructed in silico, and the model construction is critical for a
successful computational simulation, as the time scale for such a
simulation is generally insufficient for modeling large conforma-
tional changes.
Although the reduction reaction follows the isomerization

reaction (Figure 1), NADPH has to be present for the DXP
isomerization, and therefore, the Michaelis complex has the
following essential composition: DXR, NADPH, DXP, and
Mg2+ (or other active divalent metal ions such as Mn2+ and
Co2+). EcDXR is an excellent system for the simulation,
because among the 10 published crystal structures, three
structures have a composition very similar to that of the
Michaelis complex. One structure (PDB code: 1Q0Q) contains
both substrates NADPH and DXP,14 another (PDB code:
1Q0L) contains NADPH and the inhibitor fosmidomycin,14

and the third (PDB code: 2EGH) contains NADPH,
fosmidomycin, and Mg2+.18 Therefore, one can construct a
model of the Michaelis complex from 1Q0Q by adding a Mg2+

ion or from 2EGH by mutating fosmidomycin, which is very
similar to DXP. Upon a close examination, however, we found
that the protein conformation of 2EGH is essentially the same
as that of the binary complex with NADPH (PDB code:
1JVS),9 which is an open conformation, presumably because
the crystals of the quaternary complex were obtained by
soaking the crystals of the binary NADPH complex with Mg2+.
Thus, the value of the structure 2EGH lies in providing the
bound Mg2+ coordination chemistry.
The structure of the ternary substrate complex 1Q0Q, which

was obtained by cocrystallization and also happened to have the
best resolution (1.9 Å), is an excellent starting point for the
construction of the Michaelis complex. The only missing
component is Mg2+. The structure is in a close conformation
presumably required for catalysis with the fixation of the
phosphate function of DXP.9 Although a divalent metal ion is
required for catalysis, it does not appear that the metal ion has
major effects on the protein conformation, as the protein
conformation of the ternary substrate complex of EcDXR
(without the metal ion) is very similar to that of the quaternary
complex of MtDXR in complex with NADPH, fosmidomycin,
and Mn2+ (PDB code: 2JCZ).13 We have inserted a Mg2+ ion
and a coordinating water molecule into 1Q0Q by super-
imposing the key residues (Asp150, Glu152, Ser186, His209,
and Glu231) of the structures 1Q0Q and 2EGH. The resulting
Mg2+ has the full octahedral coordination, very similar to that

obtained by superposition of the EcDXR structure 1Q0Q and
the MtDXR structure 2JCZ. We choose Mg2+ instead of Mn2+

as the metal ion in the computational model because the former
is more relevant in vivo.44−46 Although both chains (chain A
and chain B) of complex were retained in our computational
simulations, the chain A was chosen for reaction mechanism
study. The protonation states of charged residues were first
determined via H++ program,47 followed by individual
examinations of the niches of each key residues. Asp150,
Glu152, and Glu231 were deprotonated as negative charge
centers to form coordination bonds with the magnesium ion.
Lys125, which is not in immediate contact with DXP, was
designated neutral as initially we thought that it might be a
general base to deprotonate the hydroxyl group at C3 of XDP,
but later test computations did not support this assumption.
Lys228 was protonated and thus carried a positive charge.
Several Na+ ions were added around the protein surface to
neutralize the total charges for the complex. Finally, the whole
system was solvated into a cubic water box with a 6 Å distance
between the solvent box wall and the nearest solute atoms.

1.2. Final Setup of the Simulated System. With the
complete DXR-DXP complex solvated in a cubic water box, a
few steps of minimization and equilibrium were taken for the
whole system at the classical molecular mechanical (MM) level.
The TIP3P model48 and Amber99SB force field49−51 were
employed for the water and protein respectively, whereas the
force field parameters of DXP was generated from AMBER
GAFF force field.52 The partial atomic charges of DXP were
obtained from the restrained electrostatic potential (RESP)
method based on the HF/6-31G* calculation. Preliminary
computational simulations reported in this work were
performed with the AMBER12 package.53

The energy minimization of the solvated DXR-DXP system
was performed in order to remove bad contacts and relax the
system. After several iterations of minimization, the heating
MD simulation was performed with the temperature gradually
increasing from 0 to 300 K under the NVT ensemble for 50 ps.
Afterward, 100 ps MD simulations were performed under the
NPT ensemble to relax the system density to be about 1.0 g/
cm3, with the target temperature of 300 K and the target
pressure of 1.0 atm. At last, the system was further equilibrated
for ∼10 ns. The resulting conformations were taken for
subsequent calculations at the QM(DFT)/MM theoretical
level. During the present MM molecular dynamics simulations,
the SHAKE algorithm was applied to constrain all hydrogen-

Figure 3. (a) QM(DFT)/MM molecular dynamics simulation model for the Michaelis complex of DXR, DXP, NADPH, and Mg2+, where the active
site is highlighted in space-filling mode; (b) QM part in the combined QM(DFT)/MM simulations.
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containing bonds with a tolerance of 10−5.54 The Berendsen
thermostat55 method was used to control the system
temperature, and a cutoff of 12 or 18 Å was set for either
van der Waals or electrostatic interactions.
1.3. Born−Oppenheimer QM(DFT)/MM Molecular

Dynamics Simulations. As demanded by the viable
mechanisms, the DXP isomerization involves general acid/
base catalysis. Although the Mg2+ ligands (Asp150, Glu152, and
Glu231) are known, the identities of the general base and/or
acid are not certain. However, the residues involved in the
general acid/base catalysis must be close to the hydroxyl groups
of the bound DXP. According to the 1Q0Q crystal structure,
the residues that are most likely involved in the general acid/
base catalysis are Glu152 and Glu231. The distance of the
carboxylate group (OE2) of Glu152 to the 4-hydroxyl oxygen is
2.50 Å, whereas the distance between OE2 of Glu231 and the
C-3 hydroxyl oxygen is 2.63 Å. As such, our QM region consists
of DXP, side chains of amino acid residues Asp150, Glu152,
and Glu231, Mg2+, and the water molecule coordinated with
Mg2+. NADPH is not directly involved in the first isomerization
step, so it is not included in the QM region.
The DXR-DXP complex from the above MD simulations at

the MM level was cut into a sphere by removing the solvent
water molecules which were beyond 30 Å of the Mg2+ ion in
the active site of chain A. Figure 3 shows the final
computational model for the QM(B3LYP/6-31G*)/MM
molecular dynamics simulations, which were performed with
the integrated Q-Chem/Tinker package.56,57 The QM/MM
boundaries were described by the pseudobond approach with
the improved pseudobond parameters developed by Zhang and
co-workers.58,59 For all QM/MM calculations, the spherical
boundary condition was applied and the atoms beyond 24 Å
away from the central Mg2+ ion of chain A were fixed. Within
the MM region, the 18 and 12 Å cutoffs were employed for
electrostatic and van der Waals interactions, respectively. There
was no cutoff for electrostatic interactions between QM and
MM regions. The overall QM/MM systems were once again
minimized for several iterations, followed by ∼5 ps QM/MM
molecular dynamics simulations with the time step of 1 fs and
the Beeman algorithm60 to integrate the Newton equations of
motion, as well as the Berendsen thermostat method55 to
control the system temperature at 300 K. The resulting
conformation was then minimized to map out the energy paths
(as close as possible to the minimum ones) with reaction
coordinate driving method.61 For each determined structure
along the energy paths, the MM subsystem, which accounts for
the majority of the whole system, was equilibrated with 500 ps
molecular dynamics simulations with the QM subsystem fixed.
With this equilibrated conformation as the starting structure, 20
ps QM(DFT)MM molecular dynamics simulations with
umbrella sampling62,63 were finally carried out. A total of
1500 configurations of the last 15 ps at each window were
collected for data analysis. The probability distributions along
the reaction coordinate were determined for each window and
pieced together with the WHAM64,65 to yield the reaction free
energy profile. Statistical analyses for errors were also carried
out from the last 15 ps data.

2. RESULTS AND DISCUSSION
2.1. Substrate Binding. After the initial construction and

MD simulations at the MM level, followed by the final setup
and conformational equilibrium at the QM(DFT)/MM level,
we obtained the stable Michaelis complex of DXR, DXP,

NADPH, and Mg2+ at room temperature. A snapshot of the
reactive site at this equilibrium state is shown in Figure 4. It has
been known that the small ionic radius of Mg2+ together with
its strong binding capability to hydroxyl and carboxylate groups
result in unusually strong oxygen−magnesium bonds. In the
present case, we identified six coordinating ligands. Apart from
the carboxylate groups of Asp150, Glu152, and Glu231 and the
water molecule which binds to Mg2+ in the monodentate mode,
the substrate DXP provides two oxygen ligands (O2 and O3)
and binds to the divalent metal cation in a bidentate mode. The
binding distances for the binding state R are listed in Table S1
(Supporting Information). It is seen that the interaction
between the DXP O2 and the metal ion is relatively weak
due to the longer distance with increased uncertainty than the
rest O−Mg bonds.

2.2. Deprotonation of DXP. The above equilibrium
conformation shows that both the hydroxyl groups at C3 and
C4 are close to the carboxylate group of Glu152, which plays
the key role as the general base in this enzyme. In accord with
the crystal structure 1Q0Q,14 Glu152 is the nearest possible
base for either C3 or C4 hydroxyl group, and further structural
analysis shows that the hydroxyl group at C3 is well positioned
toward the carboxylate group of Glu152 with a H(O3)···O
distance about 1.9 Å. On the other hand, the hydroxyl group at
C4 forms a hydrogen bond with a surrounding water molecule
(which bonds to the carbonyl oxygen O2 of Glu152, as well as
another outer water molecule). The distance between H(O4)
and the carboxylate group of Glu152 is about 2.9 Å. Other
candidates of the general base are Asp150 and Glu231, but the
protons of the hydroxyl groups are a considerable distance away
(more than 4 Å) from the negatively charged oxygen atoms.
It has been hypothesized that the α-ketol mechanism is

initiated by the deprotonation of the C3 hydroxyl group of
DXP, whereas the retro-aldol/aldol mechanism is initiated by
the deprotonation of the C4 hydroxyl group (Figure 2). As
such, we started the computational exploration of the reaction
mechanism by deriving the energy profile for the proton
transfer from the C4 site. The reaction coordinate for the
energy profile is defined as the distance difference between the
H(O4)···O(Glu152) bond and the O4−H bond. QM(DFT)/
MM MD simulation results (Figure S1a) show that the
deprotonation involves two steps, and the first step with a
barrier of only ∼4 kcal/mol concerns the rotation of the

Figure 4. Representative structure for the Michaelis complex of DXR,
DXP, NADPH, and Mg2+ at equilibrium state at room temperature.
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hydroxyl group to move its hydrogen H(O4) toward Glu152 by
breaking the hydrogen bond with the adjacent water molecule
and forming a new hydrogen bond with Glu152. Thus, the first
step can be regarded as a preparation step, and R′ is the “true”
initial state for the subsequent proton transfer, which has a
reaction barrier of 11.5 kcal/mol. Once the proton is
transferred, the system is gradually stabilized and reaches the
intermediate state INT1. INT1 and R′ states have comparable
energies. This is in agreement with the computational study of
Mycobacterium tuberculosis DXR with the empirical valence
bond method by Henriksson et al., who showed that the
environment of enzyme reduces the pKa difference between
Glu153 (Glu152 in EcDXR) and 4-hydroxyl of DXP by about 7
pK units, making the proton transfer nearly isoergonic.13 Figure
S2 shows the snapshots of R′ and INT1 together with the
transition state TS1′. Surprisingly, both structures of TS1′ and
INT1 show that accompanied by the proton transfer from C4-
OH to Glu152, simultaneously there is an intramolecular
proton transfer from C3-OH to C4-O−. In the end, the proton
gained by Glu152 seems from C3-OH instead of C4-OH. This
is understandable as the former has a much higher acidity than
the latter as the former is bound to a divalent metal ion. This
raises a question whether the proton transfer is more efficient
directly from the hydroxyl group at the C3 site than from the
C4-hydroxyl group to Glu152. QM(DFT)/MM MD simu-
lations (Figure S1b and Figure 5) confirmed that this is indeed

the case as the reaction barrier for the proton transfer from C3-
OH to Glu152 is only 4.0 kcal/mol and the product of the
proton transfer is the very same INT1. We note that at INT1,
although the divalent metal ion Mg2+ maintains an octahedral
coordination mode, the carbonyl oxygen O2 of DXP is still
about ∼2.85 Å away and forms a hydrogen bond with a
surrounding water molecule (see Table S1). Yet the hydroxyl
O4 shows no propensity to replace O2 to bind the metal ion.
This challenges the claim of the C3−C4 binding mode of
DXP.24,66

2.3. Cleavage of the C3−C4 Bond. In the isomerization
of DXP to 2-C-methylerythrose 4-phosphate, the key step is the
aliphatic carbon−carbon bond breaking and formation.
Whether there are stable intermediates, namely, the enolate
of hydroxyacetone and the glycoaldehyde phosphate, is the
focal point for the overall reaction mechanism. To follow the
reaction trajectory, we simply define the reaction coordinate
with the C3−C4 bond distance, and we examine the energetic
and conformational evolutions along the stretching of this bond

(Figure S3, also see Figure 5). At the QM(DFT)/MM
theoretical level, the reaction barrier for the bond breaking
from INT1 to TS2 is only 8.2 kcal/mol, suggesting the
extremely high rate constant (6.0 × 106 s−1 based on Eyring’s
transition state theory) for this process. For comparison, the
standard C−C single bond energy is 83 kcal/mol (correspond-
ing to a rate constant 9.0 × 10−49 s−1). Note that at the
transition state (TS2), the C3−C4 bond distance is around
2.13 Å, profoundly longer than any normal C−C single bond
(1.54 Å). After overcoming the barrier, the system gets into an
intermediate state (INT2), which is metastable and has a high
tendency to go back to the initial state INT1. The energy
profile around INT2 is quite flat, suggesting that the broken
fragments have the freedom to move around to certain extent.
Snapshots of QM region together with the surroundings of the
DXP molecule (or its fragments) at TS2 and INT2 are shown
in Figure 6.
The QM region in Figure 6 shows that the very low reaction

barrier from INT1 to TS2 for the C3−C4 single bond breaking
benefits from a series of simultaneous processes. On one hand,
with the stretching of the C3−C4 bond, there is an
instantaneous proton transfer from the hydroxyl group at C4
to the hydroxyl anion at C3 (as shown in Figure 6a), whose
proton is lost to Glu152 in the previous deprotonation step.
With the protonation at O3, the binding between O3 and Mg2+

is weakened (the O2···Mg2+ distance is stretched from 2.16 Å at
INT1 to 2.36 Å at TS2, see Table S1), and consequently, O2
(rather than O4) moves to Mg2+ and subsequently DXP
reinforces the C2−C3 binding mode (the O2···Mg2+ distance is
shortened from 2.85 Å at INT1 to 2.17 Å at TS2) and Mg2+ is
in a perfect octahedral coordination again. This leaves the
gradual formation of a carbonyl group at C4 and subsequently
the glycoaldehyde phosphate. On the other hand, the
protonated Glu152 serves as a general acid and provides a
proton to the now negatively charged hydroxyacetone enolate,
or more specifically to O2, leading to 1-propene-1,2-diol which
is stabilized by the divalent metal ion. At the INT2 state, 1-
propene-1,2-diol binds to Mg2+ with O2, and the hydroxyl
group at C3 rotates to break the binding with Mg2+ and form a
strong hydrogen bond with Glu231. To maintain the favorable
octahedral coordination, Mg2+ binds both carboxylate oxygen
atoms of Asp150. The hydroxyl hydrogen at C2, however, still
bonds to the carboxylate group of Glu152. There is also a
hydrogen bond between the C3-hydroxyl group and Glu231.
To gain insights into this series of sequential processes (the
cleavage of the C3−C4 bond, two proton transfers and the
formation of C2C3 double bond), we plot the variations of
the C2−C3 (Figure S4a) and relevant O−H bond distances
(Figure S5) along the breaking of the C3−C4 bond (reaction
coordinate). Notably, the trajectories of the distances between
the transferred protons and their donors/acceptors, manifest
that the two proton transfers are sequential rather than
concurrent, as the proton transfer from the C4-hydroxyl group
to O3 occurs at RC = 1.85−2.20 Å, whereas the proton transfer
from the deprotonated Glu152 to O2 occurs at RC = 2.5−2.6
Å. We reinforce that these proton transfers occur sponta-
neously with the breaking of the C3−C4 bond, so is the
formation of the carbon−carbon double bond, and we did not
impose any constraint on these processes. Overall the reaction
barrier is only 8.2 kcal/mol.
As the central focus of the present work is on the reaction

mechanism and the transition state conformation, it is valuable
to scrutinize how the enzyme stabilizes the transition state by

Figure 5. Overall energy profile in kcal/mol for the isomerization of
DXP (R) to the intermediate 2-C-methylerythrose 4-phosphate (P),
catalyzed by DXR.
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identifying the important amino acid (Figure 6). At the
transition state TS2, His209, Ser222, and Ser254, together with
two water molecules, stabilize the negatively charged phosphate
group, while the carbonyl group at C4 is strongly bound by the
hydroxyl group at C3, although two water molecules also form
hydrogen bonds with the carbonyl oxygen O4. The strong
hydrogen bond O4···H−O3 prevents the possible oxygen
exchange of O4 with water molecules at the transition state.
Apart from Mg2+, the hydroxyl group at C3 is stabilized by
Lys228. At the product state INT2 of the C3−C4 bond-
breaking step, Lys228, Gly185 (with its NH group) together
with one water hold carbonyl O4. Ser222, His209, Ser186 with
both OH and main-chain NH groups, Gly with its NH group
plus a couple of water molecules trap the phosphate group. 1-

Propene-1,2-diol is monodentate to Mg2+ with O2, and Asp150
now is bidentate to the metal ion. H-O3 is stabilized by Glu231
and one water molecule, while O2-H forms a hydrogen bond
with Glu152.
One rising question is whether the carbonyl oxygen at C4 in

the glycoaldehyde phosphate has a chance to exchange with
water oxygen. The answer should be no as it is trapped by the
hydrogen bonds with the main chain −NH group of Gly185
and the −NH3

+ group of Lys228, apart from a hydrogen bond
with one water molecule around. This is confirmed
experimentally.31

2.4. Formation of 2-C-Methylerythrose 4-Phosphate.
So far we have confirmed the metastable existence of DXP
fragments, the glycoaldehyde phosphate and 1-propene-1,2-

Figure 6. Snapshots of the key structures of (a) the transition state and (b) the intermediate product showing the QM region (up) and the amino
acids surrounding DXP (below) in the C3−C4 bond-breaking process.

Figure 7. Snapshots of the key structures (a) TS4 and (b) P showing the QM region (up) and the amino acids surrounding the product 2-C-
methylerythrose 4-phosphate (below) in the C2−C4 single bond formation.
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diol. To link them together with a new C2−C4 bond, we need
generate a nucleophilic center at the C2 site of 1-propene-1,2-
diol which subsequently can attack the carbon site of the
carbonyl group at the glycoaldehyde phosphate. To this end,
there should be a deprotonation from the hydroxyl group at C3
which makes C2 partially negatively charged. At the INT2 state
(Figure 6b), we have observed that the hydroxyl group at C3
forms a strong hydrogen bond with the carboxylate group of
Glu231. Thus, Glu231 most likely acts as the Lewis base to
remove the proton from the hydroxyl group. By defining the
reaction coordinate as the difference of the bond distances of
the transferred proton with O3 and the carboxylate oxygen of
Glu152 which is not bound to Mg2+, we derived the energy
profile (Figure S6a and Figure 5). Much like the early
deprotonation step in Figure S1a, the preliminary step from
INT2 to INT2′ with a barrier of ∼1.8 kcal/mol corresponds to
the orientation adjustment of the hydroxyl group, and INT2′
thus should be regarded as the true beginning state for the
subsequent proton transfer, which has a barrier of 6.0 kcal/mol.
Although this proton transfer step can proceed efficiently, it is
endothermic. Snapshots of key structures INT2′ → TS3 →
INT3 can be seen in Figure S7. In this process, 1-propene-1,2-
diol and its deprotonated form maintain monobinding mode
with the hydroxyl group at C2. The glycoaldehyde phosphate is
not involved in the reaction and acts as a spectator and moves
around to certain extend, with bonding with surrounding
groups and solvent molecules little changed.
With the C2 site at the deprotonated 1-propene-1,2-diol now

negatively charged, it is ready to approach the positively
charged carbonyl C4 at the glycoaldehyde phosphate. The C2−
C4 bond distance is thus chosen as the reaction coordinate, and
Figure S6b and Figure 5 plot the energy profiles from the
QM(DFT)/MM MD simulations. This bond formation
process is exothermic by 24.4 kcal/mol, and the barrier is
merely 6.0 kcal/mol. The examination of the conformational
evolution along the reaction process, interestingly, reveals that
again a couple of proton transfers have occurred. At the
transition state with C2−C4 bond distance still quite longer
than a normal single bond (TS4, see Figure 7), the proton of
the hydroxyl group at C2 is already transferred to O4. This
proton transfer leaves C4 partially positively charged and thus
facilitates the formation of C2−C4 as C2 is negatively charged.
As such, a steep decreasing of energy is observed with the
shortening of the C2−C4 distance. Along the way, another
proton transfer, from the protonated Glu231 to the now
negatively charged hydroxyl anion O2, as shown by the

snapshot of the product, 2-C-methylerythrose 4-phosphate, in
Figure 7b.
As TS4 is a state of the highest energy in the whole reaction

cycle, it is valuable to gain more details into the substrate−
enzyme interactions. Figure 7a plots the effective hydrogen
bonding (<2 Å) of surrounding amino acids and solvent
molecules with the forming 2-C-methylerythrose 4-phosphate.
Apart from the metal ion and the protonated Glu231, which is
transferring its proton to O2, there are only a couple of amino
acids (i.e., Asn227 and Lys228) interacting with the phosphate
group. Each oxygen atom of the phosphate group interacts with
two water molecules. This suggests that the product, 2-C-
methylerythrose 4-phosphate, is ready to exit from the active
site and solvate into the solvent. This picture is reinforced by
the analyses of the final product configuration P as shown in
Figure 7b. Lys228 is now moving away, and the negatively
charged phosphate group bonds to Gly185 (main-chain NH
group), Ser186, Asn227, and a large number of water
molecules, while the C4-hydroxyl group interacts with
Glu152. The binding between the C2-hydroxyl group and
Mg2+ is loosened as well (with a distance of 2.48 ± 0.39 Å, as
shown in Table S1).
In brief, much like the previous C3−C4 bond-breaking step,

although we chose the C2−C4 bond distance here as the
reaction coordinate and explored the energy change along the
formation of this bond, multiproton shuttles occur along the
energy profile. In addition to the obvious C−C bond formation,
we observed the resumption of the C2−C3 bond from double
to single (Figure S4b), as well as the initial proton transfers
from the C2-hydroxyl group to the carbonyl O4, followed by
from the protonated Glu231 to the hydroxyl oxygen anion
group at the C2 site (Figure S8).

3. CONCLUSION

The isomerization of DXP to the intermediate 2-C-methyler-
ythrose 4-phosphate is the decisive point in the study of DXR
which is a novel target for the development of next generation
of antibiotics. Two reaction mechanisms have been proposed,
but accumulating new experimental evidence favor the retro-
aldol/aldol mechanism over the α-ketol mechanism.28−31 The
key difference between these two mechanisms is the timing of
the C3−C4 bond breaking and the C2−C4 bond formation.
Although the former mechanism suggests that these two
processes are stepwise, the latter corresponds to a concerted
reaction. Yet experimentally it is challenging to locate the
intermediate state or transition state and determine its

Figure 8.Mechanism for the isomerization of DXP to the intermediate 2-C-methylerythrose 4-phosphate with reaction barriers based on the present
QM(DFT)/MM molecular dynamics simulations.
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structure. On the basis of extensive combined QM(DFT)/MM
MD simulations, we demonstrated that with the heterolytic
cleavage of the C3−C4 bond, the fragments of DXP can stably
exist in the forms of 1-propene-1,2-diol and the glycoaldehyde
phosphate which interact with surrounding amino acids and a
few water molecule via effective hydrogen bonds. Thus, the
present computations favor the stepwise retro-aldol/aldol
mechanism. Significantly, a series of proton transfers are
observed in the process and both Glu152 and Glu231 act as the
general bases and acids. These proton shuttles effectively
facilitate reactions by lowering their activation barriers. For
example, for the cleavage of the aliphatic C3−C4 bond, the
reaction barrier is merely 8.2 kcal/mol, which is only a tenth of
the normal carbon−carbon single bond energy. This is achieved
by the sequential proton transfers from the C4-hydroxyl group
to O3 and from the protonated Glu152 to O2. For the
formation of the C2−C4 bond, similarly, there are proton
transfers from the C2-hydroxyl group to O4 and from the
protonated Glu231 to the C2-hydroxyl anion. The whole
process is slightly exothermic. Figure 8 summarizes the reaction
mechanism.
Approximately, if we view the reaction from R to P as an

elementary one, the state of the highest energy, TS4, can be
regarded as the transition state, and the reaction barrier would
be 21.9 kcal/mol, which represents the up limit of the true
complex reaction barrier. Koppisch et al.46 measured the
steady-state kinetic constant kcat for the reduction of DXP to
MEP catalyzed by EcDXR, which is 116 ± 8 s−1 (or 33 s−1,
most recently demonstrated by Haymond et al.67). This is
translated to a complex reaction barrier 14.6 (or 15.4) kcal/mol
based on Eyring’s transition state theory. Our computations
thus overestimate the reaction barrier, most probably due to the
B3LYP/6-31G(d) theoretical level. Higher theoretical levels
with more electron correlations incorporated will improve the
computational prediction. Furthermore, in our computations,
the quantum tunneling effect is not considered. Inclusion of
this effect may also lower the reaction barrier by up to 4 kcal/
mol.68

Proton-shuttle catalytic mechanisms have been found in
numerous enzyme-catalyzed reactions, for example, reactions
involving carbanion intermediates,69 the reversible hydration of
CO2 to HCO3

− and H+ by carbonic anhydrases,70 the removal
of acetyl moieties from histone tails by histone deacety-
lases,71−73 lipase catalyzed N-acylation of amino alcohols,74 and
the hydroperoxylation or hydroxylation mechanism of
hydroxyethylphosphonate dioxygenase.75 Our present QM-
(DFT)/MM molecular dynamics simulations confirmed the
highly efficient aliphatic carbon−carbon bond cleavage and
formation induced by the proton shuttles in DXR, where in
total there are six proton transfers involved in a complete
reaction cycle.
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